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Abstract—EdgeComputing (EC) with cloud-like Quality of Service (QoS) can find its wide applications in various resource-constrained

smart citieswhere the resource requirements can be different during peak and off-peak periods. During off-peak periods, there are

oftenmany resources that have been requested but not used, which can be reused to obtain higher profit. However, to the best of our

knowledge, there is no effective pricingmodel or overbookingmechanism in EC. To fill in this gap, a novel pricingmodel for dynamic

resource overbooking is proposed in this paper, specifically: 1) Tomeet the needs of different users in EC, methods of on-demand, daily,

auction, and the new spot billing are designed, in which resources can be overbooked. 2) An auction approach with pricing rule and

winner determination rule is designed for auction billing, which is proved to guarantee individual rationality, computational efficiency,

and truthfulness. 3) Tomakemore use of the auction approach to utilize idle resources, a dynamic resource overbookingmechanism is

introduced, including a cancellation policy and a resource predictionmethod. Themechanism is validated with real-world data-trace.

Experimental results show that the dynamic resource overbookingmechanismmaximizes the profit of edge nodeswith a high QoS

Satisfaction ratio of on-demand and daily billing.

Index Terms—Auction, edge computing, pricing model, resource overbooking

Ç

1 INTRODUCTION

IN recent years, due to the rapidly increasing number of
mobile devices, cloud computing, which is relatively far

from these devices, cannot meet applications that have strict
requirements for delay or mobility, such as vehicle networks
and wireless access networks [1], [2]. To compensate for
these weaknesses in cloud computing, the Edge Computing
(EC) [3] paradigm can play an important role. In EC, the com-
putation resources of cloud data centers are partially off-
loaded to the decentralized edge nodes by deploying the
edge nodes at the edge of the network [2]. Compared with
cloud computing, decentralized edge nodes can not only

support themobility of tasks [4], but also significantly reduce
delay and transmission cost while meeting the resource
requirements of mobile tasks [5]. Besides, fulfilling delay
requirements, EC can effectively support domain-specific
large-scale distributed decision-making systems [6], such as
the intelligent transportation system in cities [7], etc.

However, the delay requirements of resource-consuming
applications may vary significantly in EC. Take the intelli-
gent transportation system as an example: real-time traffic
information processing, which has a distinct peak period,
requires a strict guarantee of low delay. On the other hand,
the emergency only takes a short time to be processed with
the exact delay requirement. Both of the above delay-sensi-
tive tasks are ideal scenarios for applying EC [7]. Therefore,
how to efficiently allocate limited resources among multiple
types of tasks is a critical issue in EC [8]. The dynamic over-
booking mechanism and pricing model are proposed in this
paper to solve the above problem. The practice of renting
idle resources again is called overbooking [9], [10], which
aims to minimize resource waste during off-peak periods.
Moreover, the pricing model provides proper billing meth-
ods for regular rental and overbooking.

Existing research on the pricingmodel in ECmainly focuses
on homogeneous tasks and single billing model. Bittencourt
et al. [11] describe the pricing model in EC and propose a gen-
eral architecture. They discuss its components, interfaces, and
interactions but do not give a practical algorithm. Zhang et al.
[12] propose a hierarchical Stackelberg game based pricing
strategy to achieve high utility with a 3-layer model in EC.
However, the task request submitted by each user is the same.
To fill in these gaps, a pricing model including on-demand,
daily, auction, and spot billing methods is proposed. The first
two billing methods are designed for regular rental, while the
latter two are designed for overbooking. Compared with our
previous work [13], a new spot billing method is proposed.
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Unlike the auction billingmethod, it has nomaximum runtime
limit. As long as the bid is higher than the current server’s
adjusted fee, users’ tasks will be executed continuously, com-
plementing the auction billingmethod.

Among these four billing methods, the auction theory has
been extensively studied [14]. Jin et al. [15], [16] design two
auction approaches in EC. However, both of them are based
on homogeneous tasks. Wang et al. [17] consider heteroge-
neous tasks, but they aim to minimize the expenditure of
users without considering the profit. Compared with the cur-
rent work, the proposed auction approach mainly has the fol-
lowing improvements: 1) The heterogeneity of tasks (buyers)
and servers (sellers) is considered. 2) The servers of one edge
node are grouped to receive the bids from tasks, and each
server can acceptmultiplewinning tasks. 3)Multiple resource
requirements of tasks are taken into consideration.

For overbooking, unlike in cloud computing, which has
been widely used to improve resource utilization [9], [10],
in EC, due to the heterogeneity of edge nodes and task
types, an overbooking mechanism that can meet multiple
needs is still in its infancy. Barbarossa et al. [18] propose a
strategy to overbook the computation and communication
resource based on the statistics of blocking events in mmW-
mobile edge computing. Slim et al. [19] propose a costless
service offloading strategy for distributed edge cloud con-
sidering resource overbooking. To efficiently overbook idle
resources while ensuring high Quality of Service (QoS) for
normal rental resource, the available resource needs to be
dynamically determined as accurately as possible. Moreno
et al. [9] and Imam et al. [20] predict the resource utilization
through a neural network and overbook the resource based
on predicted results. However, they do not regard Service
Level Agreement Violations (SLAV). To solve this problem,
Long Short-Term Memory (LSTM) [21] and residual net-
work [22] based predictors are used to predict resource utili-
zation supplemented by dynamic resource adjustment
mechanisms similar to TCP congestion control [23]. To fur-
ther improve the QoS satisfaction ratio, adaptive padding is
added to the resource predictors, and a cancellation policy
is introduced. Our experimental results show that the aver-
age QoS satisfaction ratio with the enhanced method can
reach over 99.95%, and the total profit is increased by 7.82%.

Notably, this paper is an extended version of [13]. The
following changes have been made in this extended version:
1) A new billing method, spot billing method, has been
designed. The pricing model is further improved, and the
system can provide users with more flexible services, as
introduced in Section 2.2.2) Algorithm 1 Pricing Rule has
been revised. Besides, Algorithm 1 is divided into two parts
as shown in Section 3.1, in which the candidate assignment
determination is divided into Algorithm 2.3) A new
resource utilization predictor based on the residual network
has been adopted, which can solve the degradation prob-
lem, making it easier for deep networks to train higher accu-
racy. 4) An adaptive padding mechanism has been added,
further improving the prediction accuracy as shown in Sec-
tion 4.1.5) A new algorithm, Algorithm 4 Cancellation Pol-
icy, has been added as described in Section 4.2 to restore the
QoS satisfaction ratio from the next moment by canceling
some auction tasks, releasing and recycling the resource
they occupy. 6) A larger-scale simulation experiment has

been conducted to help us better select hyperparameters
while verifying the algorithm’s effectiveness and redrew all
the experimental results. 7) More detailed data processing
and experimental settings have been added. And the main
notations have been listed in Table 1 for better readability.

To summarize, an efficient pricing model for dynamic
resource overbooking is proposed. The contributions are as
follows:

1) A pricing model including on-demand, daily, auc-
tion, and spot billing methods is proposed, in which
the resource can be overbooked according to differ-
ent QoS requirements. A novel auction approach is
designed for auction billing by applying pricing and
winner determination rules and proving that the
approach guarantees individual rationality, compu-
tational efficiency, and truthfulness.

2) Novel resource prediction methods based on LSTM
and residual network are adopted, where an adaptive
paddingmethod and a threshold are used to improve
the prediction accuracy. Furthermore, the dynamic
resource overbooking mechanism, including a can-
cellation policy and QoS satisfaction ratio feedback
based on the resource prediction, is introduced.

TABLE 1
Notations

n Edge node (n 2 N)
sn;j jth server of edge node n
scxn;j Resource capacity of sn;j
t Time slot
BðtÞ Mobile task set at time t
biðtÞ ith task at time t (bi 2 BðtÞ)
tsi ðtÞ; tei ðtÞ Estimated start and end time of biðtÞ
riðtÞ Resource request of biðtÞ
vci;nðtÞ; vmi;nðtÞ CPU and memory valuation for node n of biðtÞ
eiðtÞ Expected billing method of biðtÞ
Ln;jðtÞ QoS satisfaction level of sn;j
sbn;jðtÞ; ssn;jðtÞ Resource overbooked by auction and spot billing

son;jðtÞ; sdn;jðtÞ Resource rented by on-demand and daily billing
siðtÞ Task assignment of biðtÞ
Tb Time limit for tasks using auction billing
san;jðtÞ;AðtÞ (Adjusted) Asking price of sn;j

wn;j
totalðtÞ Total revenue of sn;j

dn;jL ðtÞ Discount rate of sn;j
Cn;jðtÞ Cost of sn;j
sun;jðtÞ;UðtÞ Unused resource of sn;j

spn;jðtÞ Predicted resource usage (on-demand, daily)
R Total profit of the system
CbðtÞ;CsðtÞ Candidate task set and server set at time t
scðtÞ Candidate assignment at time t

Pb
cðtÞ;Ps

cðtÞ Payment of candidate task set and server set

WbðtÞ;WsðtÞ Winning task set and server set at time t
swðtÞ Winning assignment at time t

Pb
wðtÞ;Ps

wðtÞ Payment of winning task set and server set
thex Extra threshold of available resource
BaðtÞ Assigned auction tasks with end time after tþ 1

sfn;jðtÞ Resource will be freed before tþ 1 of sn;j

srn;jðtÞ Resource need to be recycled before tþ 1 of sn;j

BcðtÞ Auction tasks to be cancelled at time t

su
0

n;jðtÞ Adjusted unused resource of sn;j at time t

thup; thlo Upper and lower thresholds of available resource

s
a0
n;j Base asking price of sn;j
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3) The algorithms are validated with real-world data-
trace, and the experiment is scaled five times com-
pared with [13]. The experimental results show that
the auction approach can achieve desirable proper-
ties. In the meantime, the dynamic overbooking
mechanism improves the profit by 51.58% under the
premise of high QoS satisfaction ratio.

The remainder of this paper is organized as shown in
Fig. 1. First, in Section 2, the system model is introduced,
which primarily includes edge nodes and user tasks. Differ-
ent user tasks are categorized into four billing methods, i.e.,
the on-demand, daily, auction, and spot billing methods.
Second, for the auction billing in the pricing model, an
online auction approach is proposed and analyzed in Sec-
tion 3, which includes a pricing rule and a winner determi-
nation rule. Third, based on the four billing methods, the
dynamic resource overbooking mechanism is illustrated in
Section 4 to overbook resources as much as possible, where
the resource utilization prediction method and the cancella-
tion policy are used to improve prediction accuracy. Finally,
the experimental settings and results are described in Sec-
tion 5 and the paper is concluded in Section 6.

2 MODELING AND PROBLEM FORMULATION

In this section, the system model for EC is illustrated in 2.1,
which includes mobile tasks and edge nodes. Then, the pric-
ing model consisting of on-demand, daily, auction, and spot
billing methods is introduced in 2.2. Finally, the problem is
formulated in 2.3.

2.1 System Model

A three-layer Mobile-Edge-Cloud architecture is consid-
ered [2], [24]. Edge service providers gain revenue by
leveraging the computation resources of edge nodes to tasks
from mobile users [25]. Agencies with various requirements
of delay and computation resources can rent these resour-
ces. Take the edge-assisted intelligent transportation system
as an example [26], re-planning of traffic routes is a delay-
sensitive task that requires long-term computation resour-
ces. Unexpected traffic accident information processing is
also delay-sensitive but requires short-term computation
resources. Moreover, road surveillance video processing is
not delay-sensitive but needs more computation resources.

The main notations have been listed in Table 1 for better
readability compared with our previous work [13].

It is assumed that there is a set of heterogeneous and dis-
tributed edge nodesN. For each edge node n 2 N, it consists
of a set of physical servers Sn, and S ¼ fS1;S2; . . .;SjNjg is
used to denote all servers. The number of servers per edge
node and the resource capacity of each server can be differ-
ent. The resource capacity of server sn;j 2 Sn is denoted as
scxn;j ¼ fsccn;j; scmn;jg, where x 2 fc;mg refers to the capacity of a
certain resource. When x ¼ c, it indicates the CPU resource.
Otherwise when x ¼ m, it indicates the memory resource.

In EC, mobile users generate tasks and offload them to
the edge nodes. The set of tasks generated at time t is
denoted as BðtÞ. These tasks are divided into delay-sensitive
and computation-oriented tasks. The former needs to be
processed in time, while the latter requires a lot of computa-
tion resources. Specifically, the ith task is denoted as biðtÞ ¼
ftsi ðtÞ; tei ðtÞ; riðtÞ; viðtÞ; eiðtÞg, where tsi ðtÞ is the estimated
start time, tei ðtÞ is the estimated end time, riðtÞ is the resource
request, viðtÞ is the valuation, and eiðtÞ is the expected billing
method. For each riðtÞ ¼ friðtÞ:c; riðtÞ:mg, riðtÞ:c and riðtÞ:m
are the requests of CPU and memory resource, respectively.
viðtÞ ¼ fvci;nðtÞ; vmi;nðtÞjn 2 Ng contains the valuation of CPU
and memory resource for each edge node. The valuation of
each task is different due to the heterogeneity of the edge
nodes [27]. Besides, the task will choose not to bid on too dis-
tant edge nodes by setting the valuation of the corresponding
edge nodes to -1. The details of the expected billing method
eiðtÞ are explained in the next subsection.

2.2 Pricing Model

As mentioned in the previous subsection, the edge nodes
could profit by renting out computation resources. Gener-
ally, the edge nodes can rent out as many resources as the
servers own. However, as shown in Fig. 2 from the data
set [28], [29], the actual resource utilization is lower than the
resource allocated and far lower than the resource capacity.
To make more use of the resource, the allocated but unused
resource is submitted for a second sale, called resource over-
booking [9]. As the intelligent transportation system in cities
mentioned above, most of the resources allocated to traffic
information processing tasks are unused during off-peak
periods, which can be used for a second sale through the
auction. Many cloud service providers currently provide
different billing methods, including Amazon AWS [30],
Microsoft Azure [31], etc., but flexible billing methods are
only adopted in cloud computing. In EC, most service pro-
viders currently provide billing by the number of requests.
Therefore, applying the pricing model proposed in this
paper to EC can effectively solve the problem of resource
utilization of edge nodes and improve revenue.

Fig. 1. Overview of the pricing model.

Fig. 2. Data set overview.
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The pricing model is designed for users to offload tasks to
the edge nodes, which includes four billingmethods, defined
as eiðtÞ 2 fon-demand, daily, auction, spotg. The details are
described as follows.

� On-Demand(OD): This billing method is primarily for
those delay-sensitive tasks with uncertain start time or
processing time, e.g., the unexpected traffic accident
information processing in EC. It charges a consider-
able fee while providing a fairly high QoS satisfaction
ratio.

� Daily: This billing is designed for tasks that are
delay-sensitive but with determined and relatively
long processing time, e.g., the re-planning of traffic
routes in EC. In such a billing method, computation
resources are reserved, and bills are paid daily. Like
the above billing method, it provides a high QoS sat-
isfaction ratio for high fees.

� Auction: This billing serves to delay insensitive tasks
which require many computation resources, e.g.,
road surveillance video processing in EC. The advan-
tage is that it can provide the tasks’ resources at a
lower price. However, tasks billed in this way have
runtime limits and will be evicted when the resource
is depleted.

� Spot: It has some similarities with the auction billing
method. The main difference is that tasks can be exe-
cuted as long as the price does not surpass its bid.
Under the dynamic price adjustment based on QoS
satisfaction ratio feedback, this is a proper comple-
ment to the auction billing.

Compared with our previous work [13], the new billing
method, spot billing, has been designed to further improve
the pricing model and the system can provide users with
more flexible services. Users can flexibly choose the billing
methods according to different preferences of tasks’ require-
ments. As mentioned in the above billing methods, a high
QoS satisfaction ratio is provided for tasks which adopt on-
demand or daily billing method. Since tasks in EC have an
expected computation time or are expected to be completed
as soon as possible, the QoS of tasks is closely related to the
computation time. Besides, the computation time is propor-
tional to SLAV [4], [32]. Then, the QoS satisfaction ratio
LðtÞ ¼ fLn;jðtÞjsn;j 2 Ng of each server can be defined as [4],
[32], [33]:

Ln;jðtÞ ¼ min
scxn;j � sobxn;j ðtÞ

snrxn;j ðtÞ
; 1jx 2 fc;mg

( )
; (1)

where scxn;j is the resource capacity, sobxn;j ðtÞ is the total over-
booked resource and snrxn;j ðtÞ is the normally rented resource,
i.e., sobxn;j ðtÞ ¼ sbxn;jðtÞ þ ssxn;jðtÞ and snrxn;j ðtÞ ¼ soxn;jðtÞ þ sdxn;jðtÞ,
where sbxn;jðtÞ and ssxn;jðtÞ denote the resource overbooked by
auction and spot billing of sn;j, respectively. s

ox
n;jðtÞ and sdxn;jðtÞ

are the resources rented by on-demand and daily billing with
QoS satisfaction of sn;j, respectively. s

bx
n;jðtÞ is obtained as:

sbxn;jðtÞ ¼
X

t02ft0 jðbiðt0Þjtsi ðt0Þ�t�te
i
ðt0Þ;siðt0Þ¼fn;jgÞg

rxi ðt0Þ;

where siðtÞ denote the assignment of the task biðtÞ at
time t, e.g., siðtÞ ¼ fn; jg means task biðtÞ is assigned to sn;j.

Therefore, the above formula indicates that at time t, the
resource of server sn;j overbooked by auction is obtained by
summing the resource requests of those tasks assigned to the
server sn;j and whose start time is less than or equal to t and
end time is greater than or equal to t. As mentioned in the
auction billing method, if eiðtÞ is auction, the task can last at
most Tb time slots, which is defined as:

tei ðtÞ ¼
tsi þ Tb; tie(t) - tis(t) > Tb

tei ðtÞ; tie(t) - tis(t) �Tb

�
:

2.3 Problem Formulation

Our goal is to maximize the profit of the edge nodes through
overbooking with a high QoS satisfaction ratio for those on-
demand and daily tasks in EC. Moreover, the profit is
defined as the revenueminus the cost intuitively.

The revenue of edge nodes is the sum of the payments of
all tasks. For task biðtÞ, if the conventional billing method
eiðtÞ is on-demand billing, its payment depends on its CPU
and memory demands, which is defined as:

wo
i ðtÞ ¼

X
x2fc;mg

rxi ðtÞ � wo
x

0
@

1
A� jtei ðtÞ � tsi ðtÞj;

where wo
x; x 2 fc;mg is the on-demand price of correspond-

ing resource. tsi ðtÞ and tei ðtÞ are the start time and the end
time of biðtÞ, respectively.

In addition, if biðtÞ is a daily task, the payment is defined
as:

wd
i ðtÞ ¼

X
x2fc;mg

rxi ðtÞ � wd
x

0
@

1
A� td;

where wd
x; x 2 fc;mg is the price of daily billing of the corre-

sponding resource, and td is the amount of days. Gener-
ally, the prices of on-demand and daily tasks are fixed as
constants [30].

Furthermore, if biðtÞ is an auction task, the payment is
defined as:

wa
i ðtÞ ¼

Z te
i
ðtÞ

ts
i
ðtÞ

X
x2fc;mg

rxi ðtÞ � pxi ðtÞ
0
@

1
Adt;

where pxi ðtÞ; x 2 fc;mg is the price of corresponding
resource which is determined through the auction approach
described in Section 3.

Otherwise, if biðtÞ is a spot task, the payment is defined
as:

ws
i ðtÞ ¼

Z te
i
ðtÞ

ts
i
ðtÞ

X
x2fc;mg

0
@ rxi ðtÞ � ws

x�1½ws
x > saxn;jðtÞ�

�
dt; (2)

where ws
x; x 2 fc;mg is the price of corresponding resource

in the spot billing method. The ratio of user’s bid to the ask-
ing price of the server is fixed. Besides, 1½�� is Iverson
bracket, whose value is equal to 1 when the condition in the
bracket is satisfied. Otherwise it is 0. saxn;jðtÞ is the asking

price of corresponding resource. AðtÞ ¼ fsan;jðtÞjsn;j 2 Sg is
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used to represent the set of asking price for all servers,
where san;jðtÞ ¼ fsaxn;jðtÞjx 2 fc;mgg is the asking price of sn;j
at t. Eq (2) states that the user will be billed only if the user’s

bid is higher than the asking price of the server.
Therefore, the total revenue of sn;j is defined as:

wn;j
totalðtÞ ¼ dn;jL ðtÞ �

X
t2ftjeiðtÞ¼ODg

wo
i ðtÞ

0
@

þ
X

t2ftjeiðtÞ¼dailyg
wd

i ðtÞ
1
Aþ

X
t2ftjeiðtÞ¼auctiong

wa
i ðtÞ

þ
X

t2ftjeiðtÞ¼spotg
ws

i ðtÞ; siðtÞ ¼ fn; jg (3)

where dn;jL is a discount rate. While aiming to maximize the
profit with overbooking, the edge nodes may violate the
QoS of on-demand and daily tasks. To ensure the high QoS
satisfaction ratio of on-demand and daily billing, the reve-
nue has to be reduced to punish such violation with a dis-
count, which is defined as the SLA [34]:

dn;jL ðtÞ ¼

1; Ln;jðtÞ � 99:95%

0:9; 99% � Ln;jðtÞ < 99:95%

0:75; 95% � Ln;jðtÞ < 99%

0; Ln;jðtÞ < 95%

8>>><
>>>:

:

Besides, the cost of the servers mainly consists of the
energy consumption of CPU and memory utilization [35],
which is defined as:

Cn;jðtÞ ¼ pe �
X

x2fc;mg
ðscxn;j � suxn;jðtÞÞ � hx

0
@

1
A;

where pe is the unit price of electricity, hx; x 2 fc;mg is the
amount of power consumed per unit. Unused resources are
denoted by suxn;jðtÞ, and UðtÞ ¼ fsun;jðtÞjsn;j 2 Sg is used to
represent the set of unused resources for all servers, where
sun;jðtÞ ¼ fsuxn;jðtÞjx 2 fc;mgg is the unused resource for the
server sn;j at t, which is obtained as:

suxn;jðtÞ ¼ scxn;j � spxn;jðtÞ � ðsbxn;jðtÞ � ssxn;jðtÞÞ; (4)

where spxn;jðtÞ is the predicted resource utilization of the tasks
billed in on-demand and daily methods. The details of the
resource utilization prediction methods are explained in
Section 4.1.

To summarize, the problem is formulated as:

Problem 1.

maxR ¼
X
sn;j2S

XT
t¼0

wn;j
totalðtÞ � Cn;jðtÞ

� �
;

s:t: soxn;jðtÞ � suxn;jðtÞ 8sn;j 2 S; 8x 2 fc;mg: (5)

In Problem 1, the prices of on-demand and daily billing
are fixed. The bid price of spot billing is related to the asking
price of the server. However, the price of an auction is
dynamically adjusted, and the overbooking ratio is also
determined online. To solve Problem 1, an online auction

approach and a dynamic overbookingmechanism are needed
to overbook the resource asmuch as possible with a high QoS
satisfaction ratio of on-demand and daily billing. Details of
the online auction approach and dynamic overbookingmech-
anism are described in Section 3 and 4, respectively.

3 ONLINE AUCTION APPROACH

In this section, the online auction approach is introduced in
3.1, which includes the pricing rule and the winner determi-
nation rule. Then, the approach is theoretically analyzed in
3.2. The overview of the auction is shown in Fig. 3. When
the auction tasks arrive, the auctioneer first collects the tasks
and servers’ bids and then calls Algorithm 1 to get the pric-
ing and candidate sets. Algorithm 1 first obtains the candi-
date sets of the tasks and the servers by calling Algorithm 2
according to the task bids and the remaining resources of
servers. Then, Algorithm 1 further determines the auction
price. After that, Algorithm 3 obtains the final winner sets
of tasks and servers according to the candidate sets and
pricing.

Compared with our previous work [13], Algorithm 1
Pricing Rule has been revised. After determining the candi-
date assignments among the servers and the tasks with the
corresponding prices, the resource occupied by the pre-allo-
cated auction tasks should be restored, which is not well
considered in the previous version. Besides, Algorithm 1 is
divided into two parts, in which the candidate assignment
determination is divided into Algorithm 2.

3.1 Pricing Rule and Winner Determination Rule

A trusted third party, referred to as the auctioneer, must
administer the auction between mobile tasks and servers in
EC. The auctioneer first collects bids and the asking prices
from the tasks and servers, respectively. Then it uses the
pricing rule to determine the candidate assignments among
the servers and the tasks with the corresponding prices.
After that, the winner determination rule determines the
winning bids for each server from the candidate assign-
ments with the corresponding prices.

The auction approach should satisfy the following three
properties [15], [17]:

� Individual rationality: No winning buyer is charged
more than its bid, and no winning seller is rewarded
less than its asking price.

� Computational efficiency: The auction outcome is trac-
table within polynomial time complexity.

� Truthfulness: The bid submitted by each mobile
device should be truthful, i.e., no buyer can improve
its utility by submitting a bid different from its true
valuation.

Fig. 3. Overview of the auction.
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Algorithm 1. Pricing Rule

Input:AðtÞ;BðtÞ;UðtÞ
Output:CbðtÞ;CsðtÞ;Pb

cðtÞ;Ps
cðtÞ

1: Set CbðtÞ;CsðtÞ; scðtÞ;Pb
cðtÞ;Ps

cðtÞ;Cp
bðtÞ ¼ ;

2: for n 2 N do
3: Set Vn ¼ fbiðtÞjvxi;nðtÞ 6¼ �1g;Wn ¼ fsn;jg;
4: for x 2 fc;mg do
5: Call Algorithm 2 to get candidate assignment
6: if jCbx

n ðtÞj < jVij and jCsx
n ðtÞj < jWij then

7: Calculate PxðtÞ by Eq. (7)
8: end if
9: if Sax

n;jCsx
n ðtÞjðtÞ < PxðtÞ < vxjCbx

n ðtÞj;n then

10: Pbx
n ðtÞ ¼ Psx

n ðtÞ ¼ PxðtÞ
11: else
12: for biðtÞ 2 Cbx

n ðtÞ do
13: if si

cðtÞ ¼ fn; jCsx
n ðtÞjg then

14: Cbx
n ðtÞ ¼ Cbx

n ðtÞ=fbiðtÞg and Cpx
b ðtÞ ¼ Cpx

b ðtÞ S fbiðtÞg
15: end if
16: end for
17: Csx

n ðtÞ ¼ Csx
n ðtÞ=fsn;jCsx

n ðtÞjg
18: Pbx

n ðtÞ ¼ maxfvxi;nðtÞjbiðtÞ 2 Cpx
b ðtÞg and Psx

n ðtÞ ¼ Pbx
n ðtÞ

19: end if
20: end for
21: Cb

nðtÞ ¼ Cbc
n ðtÞ

T
Cbm

n ðtÞ and Cs
nðtÞ ¼ Csc

n ðtÞ
T
Csm

n ðtÞ
22: for sn;j 2 Sn do
23: Reset sucn;jðtÞ and sumn;j ðtÞ
24: end for
25: end for
26: CbðtÞ ¼ Cb

1ðtÞ
S

Cb
2ðtÞ. . .

S
Cb

jNjðtÞ and
CsðtÞ ¼ Cs

1ðtÞ
S

Cs
2ðtÞ. . .

S
Cs

jNjðtÞ
27: Pb

cðtÞ ¼ fPb
nðtÞjn 2 Ng and Ps

cðtÞ ¼ fPs
nðtÞjn 2 Ng

28: end

To satisfy these properties, the online auction approach
is designed based on McAfee’s mechanism [36], which
achieves individual rationality and truthfulness. InMcAfee’s
mechanism, one seller can only accept one buyer, which is
not suitable in the EC scenario, while our auction approach,
consisting of a pricing rule and a winner determination rule,
can support one seller trading with multiple buyers. Similar
to McAfee’s mechanism, our auction approach is individu-
ally rational and truthful, and the theoretical analysis is
shown in Section 3.2. In addition, the pseudocode of the pric-
ing rule andwinner determination rule can be found inAlgo-
rithms 1 and 3, respectively.

In Algorithm 1, the auctioneer first sorts the bids and the
asking prices. Then the auctioneer determines the candidate
assignments according to the sorted results and the remain-
ing capacity of each server. After that, the price of each task
and server is determined. Some notations used in Algorithm
1 are introduced as follows.UðtÞ is the unused resource, and
AðtÞ is the set of asking prices for all servers. CbðtÞ and CsðtÞ
are the sets of candidate tasks and servers, respectively. scðtÞ
is the candidate assignment. Pb

cðtÞ is the set of payments of
the buyer, and Ps

cðtÞ is the set of income of the seller. Cp
bðtÞ is

the set of prices for candidate tasks.
As shown in Algorithm 1, servers of each edge node are

grouped to receive bids. Vn and Wn are the sets of received
bids and servers for edge node n, respectively. As shown in
line 5, Algorithm 2 is called to determine candidate assign-
ments. In Algorithm 2, first, the received bids and asking

prices of each resource type are sorted in descending and
ascending orders with results Vn and Wn, respectively. For
each task biðtÞ, the bfn;jgi ðtÞ is defined as

b
fn;jg
i ðtÞ ¼

Y
x2fc;mg

1½vxi;nðtÞ � saxn;jðtÞ� � 1½rxkðtÞ � suxn;jðtÞ�:

(6)

As shown in lines 5 - 9, if b
fn;jg
i ðtÞ ¼ 1, it means that the bid

of task biðtÞ is larger than the asking price of server sn;j, and
the remaining capacity of sn;j is also larger than the request
resource of biðtÞ for both CPU and memory resource, then
biðtÞ can be assigned to sn;j. The task biðtÞ and server sn;j are
added to the candidate assignment sets Cbx

n ðtÞ and Csx
n ðtÞ of

n with resource type x, respectively. Then the assignment
scðtÞ is updated, task biðtÞ is removed from the set of sorted
tasks Vn, and the available resource sun;jðtÞ is updated.

Algorithm 2. Candidate Assignment Determination

Input:Vn;Wn;C
b
nðtÞ;Cs

nðtÞ; scðtÞ
Output:Cb

nðtÞ;Cs
nðtÞ; scðtÞ

1: Sort Vn to Vn in descending order of vxi;nðtÞ, and sortWn to
Wn in ascending order of saxn;jðtÞ

2: for sn;j 2 Wn do
3: for biðtÞ 2 Vn do

4: Calculate b
fn;jg
i ðtÞ by Eq. (6)

5: if b
fn;jg
i ðtÞ ¼ 1 then

6: Cbx
n ðtÞ ¼ Cbx

n ðtÞ S fbiðtÞg and Csx
n ðtÞ ¼ Csx

n ðtÞ S fsn;jg
7: si

cðtÞ ¼ fn; jg
8: Vn ¼ Vn=fbiðtÞg
9: suxn;jðtÞ ¼ suxn;jðtÞ � rxi ðtÞ
10: else
11: break
12: end if
13: end for
14: end for
15: end

After this step, the price PðtÞ is determined in lines 7 -
20 in Algorithm 1. If there are unassigned bids and servers,
the pricing of each resource type PðtÞ ¼ fPxðtÞjx 2 fc;mgg
is calculated based on McAfee’s mechanism as [36]

PxðtÞ ¼
vxjCbx

n ðtÞjþ1;n
ðtÞ þ sax

n;jCsx
n ðtÞjþ1

ðtÞ
2

: (7)

If PxðtÞ is between Sax
n;jCsx

n ðtÞjðtÞ and vxjCbx
n ðtÞj;n, the price

charged for bid Pbx
n ðtÞ and the price rewarded to the server

Psx
n ðtÞ are set to PxðtÞ [36]. Otherwise, all the assigned bids of

the jCi
sðtÞjth server are cancelled, and the price is set as the

highest bid of the jCn
s ðtÞjth server. As shown in line 12, if task

biðtÞ is in the candidate assignment sets of n, it means that
biðtÞ meets both the requirements of CPU and memory
resource, and then biðtÞ is added to the assignment set Cb

nðtÞ.
After restoring the resource occupied by the pre-allocated
auction tasks, the output is obtained as shown in lines 27–28.

Based on the pricing rule, the candidate bids with the
corresponding prices Pbx

n and Psx
n are determined. Then the

winner determination is introduced in Algorithm 3. In
Algorithm 3, WbðtÞ, WsðtÞ are the sets of winning tasks and
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servers, respectively. swðtÞ is the winning match between
tasks and servers. In the winner determination, as shown in
line 2 and line 5, the auctioneer first sorts servers and bids
by a weighted sum of prices as follows:

wn;j
p ðtÞ ¼ ap � sacn;jðtÞ þ bp � samn;jðtÞ; (8)

wi
pðtÞ ¼ ap � vkcn ðtÞ þ bp � vkmn ðtÞ; (9)

where ap and bp control the weights. Then, the winning bid
is determined from the candidate sets as shown in lines 7–
14. If the server sn;j still has enough resource capacity, then
task biðtÞ is assigned to it. Besides, when the winning match
swðtÞ is updated, the sets of winning tasksWbðtÞ and servers
WsðtÞ are updated with the corresponding prices. After that,
as shown in line 12, the sun;jðtÞ is updated.

Algorithm 3.Winner Determination Rule

Input:AðtÞ;BðtÞ;UðtÞ;CbðtÞ;CsðtÞ;Pb
cðtÞ;Ps

cðtÞ
Output:WbðtÞ;WsðtÞ; swðtÞ;Pb

wðtÞ;Ps
wðtÞ

1: SetWbðtÞ;WsðtÞ; swðtÞ;Pb
wðtÞ;Ps

wðtÞ ¼ ;, and calculate
wn;j

p ðtÞ by Eq. (8)
2: Sort CsðtÞ to S in ascending order of wn;j

p

3: for sn;j 2 S do
4: Calculate wi

pðtÞ by Eq. (9)
5: Sort Cb

nðtÞ to Cnb in descending order of wi
pðtÞ

6: Set Cnb ¼ Cnb �WbðtÞ
7: for biðtÞ 2 Cnb do
8: if sucn;jðtÞ � rciðtÞ and sumn;j ðtÞ � rmi ðtÞ then
9: si

wðtÞ ¼ fn; jg and swðtÞ ¼ swðtÞ
Tfsi

wðtÞg
10: WbðtÞ ¼ WbðtÞ

TfbiðtÞg andWsðtÞ ¼ WsðtÞ
Tfsn;jg

11: Pb
wðtÞ ¼ Pb

wðtÞ
TfPb

i ðtÞjPb
i ðtÞ 2 Pb

cðtÞg and
Ps
wðtÞ ¼ Ps

wðtÞ
TfPs

nðtÞjPs
nðtÞ 2 Ps

cðtÞg
12: sucn;jðtÞ ¼ sucn;jðtÞ � rci and sumn;j ðtÞ ¼ sumn;j ðtÞ � rmi
13: end if
14: end for
15: end for
16: end

3.2 Theoretical Analysis

In this subsection, the auction approach is proved to hold
the properties of computational efficiency, individual ratio-
nality, and truthfulness.

Theorem 1. The proposed auction approach achieves the individ-
ual rationality for each bid.

Proof. In Algorithm 1, there are two cases for task biðtÞ to be
assigned as a buyer candidate and for server sn;j to
become a seller candidate.

� Sax
n;jCsx

n ðtÞjðtÞ < PxðtÞ < vxjCbx
n ðtÞj;nðtÞ: In this case,

task biðtÞ must have an actual bid price viðtÞ that
vxi;nðtÞ � vxjCbx

n ðtÞj;nðtÞ: due to the descending order

in the set of sorted tasks Vn. So that vxi;nðtÞ �
vxjCbx

n ðtÞj;nðtÞ > PxðtÞ. Moreover, the server must

have an asking price saxn;jðtÞ � sax
n;jCsx

n ðtÞjðtÞ due to

the ascending order in the set of sorted servers
Wi, so each asking price of servers satisfies that
saxn;jðtÞ � sax

n;jCsx
n ðtÞjðtÞ < PxðtÞ.

� Otherwise, PxðtÞ =2 ½sax
i;jCsx

n ðtÞjðtÞ; vxjCbx
n ðtÞj;nðtÞ�. In

this case, the price is set to maxfvxi;nðtÞjbiðtÞ 2
Cp

bg. For each task biðtÞ, it can be easily
obtained that vxi;nðtÞ � vxjCbx

n ðtÞj;nðtÞ > PxðtÞ. And
for each server sn;j, it can be obtained that
saxn;jðtÞ � sax

n;jCsx
n ðtÞjðtÞ. In addition, it is obvious that

sax
n;jCsx

n ðtÞjðtÞ � maxfvxi;nðtÞjbiðtÞ 2 Cp
bg. So saxn;jðtÞ �

maxfvxi;nðtÞjbiðtÞ 2 Cp
bg.

Therefore, each buyer assigned in Algorithm 1 is
never charged a price higher than its bid. In contrast,
each seller assigned is rewarded a payment no less than
its asking price, ensuring individual rationality for buyers
and sellers. tu

Theorem 2. The proposed auction approach is computationally
efficient.

Proof. To analyze the time complexity, jSj, jBðtÞj, and jNj are
used to denote the total number of servers, the number of
tasks, and the number of edge nodes, respectively. To
implement Algorithm 1, for each edge node and each
resource type, first, the tasks and the servers are sorted
with a time complexityOðjBðtÞjlog jBðtÞjÞ and OðjSjlog jSjÞ,
respectively. Then, the time complexity for Algorithm 2 is
OðjSjjBðtÞjÞ. The time complexities of obtaining P:x and
pricing are Oð1Þ and OðjBðtÞjÞ, respectively. In total, the
time complexity of Algorithm 1 is OðjNjjBðtÞjlog jBðtÞjÞþ
OðjNjjSjlog jSjÞ þOðjNjjSjjBðtÞjÞ.

In Algorithm 3, the servers are sorted with time com-
plexity OðjSjlog jSjÞ. Then, within the first for-loop, the
bids are sorted with time complexity OðjBðtÞjlog jBðtÞjÞ,
and the time complexity of winning assignment is
OðjNjjBðtÞjÞ. In total, Algorithm 3 has a time complexity
of OðjSjðjSjlog jSj þ jBðtÞjlog jBðtÞj þ jNjjBðtÞjÞÞ. There-
fore, the overall time complexity is polynomial. tu

Theorem 3. The proposed auction approach is truthful.

We should prove that each mobile task will honestly sub-
mit all of its actual costs to demonstrate the truthfulness.
The proposed mechanism is truthful if and only if the fol-
lowing two conditions are satisfied [17], [37]: 1) the winner
determination algorithm is monotonic, and 2) each winning
bid pays the critical value. The definitions of monotonicity
and critical value are described as follows:

Definition 1. Monotonicity: For each task bi1ðtÞ, if bi1ðtÞ wins,
then bi2ðtÞ also wins, where the corresponding bids of bi1ðtÞ and
bi2ðtÞ are vi1ðtÞ and vi2ðtÞ ¼ vi1ðtÞ þ �ð� > 0Þ, respectively.

Definition 2. Critical Value: For each task biðtÞ, there is a criti-
cal value Pb

i ðtÞ. If the bid of biðtÞ declares a cost that is not
larger than Pb

i ðtÞ, it must win. Otherwise, it will lose.

Lemma 1. The winner determination process in Algorithm 3 is
monotonic.

Proof. Assume that bikðtÞ is one of the winning tasks deter-
mined in the kth step of Algorithm 3, which means k� 1
tasks have won in the previous k� 1 steps. Let ðbi1ðtÞ;
bi2ðtÞ; . . .; bikðtÞÞ be the list of the winning tasks that have
been determined in the first k steps. If bikðtÞ was replaced
by another task, e.g., bijðtÞ, where the corresponding bids of
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bikðtÞ and bijðtÞ are vikðtÞ and vijðtÞ ¼ vikðtÞ þ sðs > 0Þ,
respectively. According to Algorithm 3, bijðtÞ must win in
the kth step or even earlier step. As a result, the auction
approach ismonotonic. tu

Lemma 2. The winning bid in Algorithm 3 pays the critical value.

Proof. It is assumed that task bilðtÞ wins its bid for server
sn;j in the lth step of Algorithm 3. In this case, the pay-
ment of bilðtÞ is set to Pb

nðtÞ. For g > 0, another bid with
submitted price vilðtÞ ¼ Pb

nðtÞ þ g would win, because its
cost per unit resource must be higher than the valuation
of bilðtÞ. But the bid vilðtÞ ¼ Pb

nðtÞ � g will not win, as its
valuation must be lower than the valuation of task bilðtÞ.
Hence, the above lemma is proved. tu
According to the above analysis, the following theorem

can be easily obtained through Lemmas 1, and 2 [17], [37].
Hence, the theorem is proved.

The auction approach solves the pricing of the resource
of auction billing while guaranteeing the individual ratio-
nality, computational efficiency, and truthfulness. Further-
more, based on the pricing model consisting of the auction
and three other billing methods, the unused resource can be
overbooked to achieve more profit. The dynamic overbook-
ing mechanism is described in the next section.

4 DYNAMIC OVERBOOKING MECHANISM

In this section, the dynamic overbooking mechanism based
on resource utilization prediction and QoS satisfaction ratio
feedback is presented. The resource utilization prediction
with deep neural networks, cancellation policy, and the
dynamic overbooking mechanism is presented in 4.1, 4.2
and 4.3, respectively.

4.1 Resource Utilization Prediction

The neural network is used to make resource utilization pre-
dictions, including the RNN and CNN. The motivation
behind the RNN is to make full use of the sequentiality of
the information, i.e., the time-sequential resource utiliza-
tion. An LSTM [21] based resource utilization predictor is
proposed whose architecture is shown in Fig. 4a. The net-
work is composed of two LSTM layers and one output layer.

Furthermore, inspired by the residual network frame-
work [22], another predictor is implemented [22], containing
14 convolution layers, as shown in Fig. 4b. Each convolution
layer is followed by batch normalization and a non-linear acti-
vation layer. There are three residual blocks in this network
architecture, marked in blue, green, and red from top to bot-
tom. A dropout layer follows each of these three residual
blocks. The network ends with a 2-way fully-connected layer.
As Fig. 4b shows, shortcut connections are inserted in the net-
work. The identity shortcuts can be directly used when the
input and output are of the same dimensions (solid line short-
cuts in the figure). An additional convolution is performed
when the dimensions increase or decrease (dotted line short-
cuts in the figure), followed by a batch normalization. Com-
pared with the previous LSTM based network [13], the
shortcut connections introduced by the residual network can
solve the degradation problem, making it easier for deep net-
works to train higher accuracy.

However, when calculating the number of unused resour-
ces based on the predicted resource utilization and then
overbooking this part of the resource, some inaccurate pre-
diction result will cause overbooking of too much resource,
which will lead to the decline of the QoS satisfaction ratio for
those on-demand and daily tasks. To solve this problem, the
following two solutions are proposed. On the one hand, the
adaptive padding method is used to calculate the deviation
between the predicted value and the actual value in the past
few time slots [38]. We add these deviations together and
compensate for the current prediction result. Since the goal
is to avoid excessive overbooking as much as possible, when
accumulating deviations, only those cases where the pre-
dicted value is less than the actual value are counted. On the
other hand, an extra hyper-parameter thex is set, which is
used to adequately reduce the predicted unused resource for
each server at each time slot. The new adaptive padding
mechanism can further improve the prediction accuracy.
Since the neural network predictor is pre-trained, it cannot
correct thewrong predictions. The introduction of thismech-
anism can appropriately correct the prediction error com-
paredwith our previouswork [13].

With the adaptive padding method and the hyper-
parameter thex, we still cannot ensure there is no excessive
overbooking. To restore the declined QoS Satisfaction ratio
of on-demand and daily tasks caused by the inaccurate pre-
diction of resource utilization, the cancellation policy for
auction tasks is designed in Algorithm 4 based on our previ-
ous work [13]. The details are described in the next section.

4.2 Cancellation Policy

In the preliminary version of this paper [13], without cancel-
lation policy, the decline in QoS satisfaction ratio due to the

Fig. 4. Architecture of different predictors.
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excessive overbooking will not be restored in a short period
of time. Therefore, the cancellation policy is proposed to
restore the QoS satisfaction ratio from the next moment by
canceling some auction tasks, releasing and recycling the
resource they occupy. Some notations used in Algorithm 4
are introduced as follows. BaðtÞ is the set of assigned auc-
tion tasks of sn;j with end time after tþ 1 and BcðtÞ is the set
of auction tasks that will be canceled at the next time slot.
sfn;jðtÞ denotes the resource used by auction tasks that will
be released before the next time slot, while srn;jðtÞ denotes
the resource that needs to be recycled.

Algorithm 4. Cancellation Policy

Input:BðtÞ
Output:BcðtÞ
1: Set BcðtÞ ¼ ;
2: for sn;j 2 N do
3: Calculate sfn;jðtÞ and srn;jðtÞ by Eqs. (10) and (11),

respectively
4: Set BaðtÞ ¼ fbiðt0Þjtei ðt0Þ > tþ 1; st0 fig ¼ fn; jgg
5: Calculate wi

rðtÞ by Eq. (12), and sort BaðtÞ to Ba in
ascending order of wi

rðtÞ
6: for biðt0Þ 2 Ba do
7: if srcn;jðtÞ < 0 and srmn;jðtÞ < 0 then

8: srcn;jðtÞ ¼ srcn;jðtÞ þ rciðt0Þ and srmn;jðtÞ ¼ srmn;jðtÞ þ rciðt0Þ
9: Ba ¼ Ba=fbIðt0Þg and BcðtÞ ¼ BcðtÞ

S fbiðt0Þg
10: else
11: break
12: end if
13: end for
14: for x 2 fc;mg do
15: Sort BaðtÞ to Ba in ascending order of rxi ðtÞ
16: for biðt0Þ 2 Ba do
17: if srxn;jðtÞ < 0 then
18: srxn;jðtÞ ¼ srxn;jðtÞ þ rxi ðt0Þ
19: Ba ¼ Ba=fbiðt0Þg and BcðtÞ ¼ BcðtÞ

S fbiðt0Þg
20: else
21: break
22: end if
23: end for
24: end for
25: end for
26: end

In Algorithm 4, as shown in lines 3 - 5, sfn;jðtÞ, srn;jðtÞ,
BaðtÞ, and wi

rðtÞ are calculated according to Eqs. (10) - (12).
sfn;jðtÞ ¼ fsfxn;jðtÞjx 2 fc;mgg is used to denote the resource
need to be released, which counts the resource occupied by
those auction tasks whose estimated end time is less than or
equal to the next time slot, and is defined as follows:

sfxn;jðtÞ ¼
X

t02ft0 jðbiðt0Þjtei ðt0Þ�tþ1;st0 fig¼fn;jgÞg
rxi ðt0Þ: (10)

srn;jðtÞ ¼ fsrxn;jðtÞjx 2 fc;mgg is used to indicate the
resource need to be recycled and it is defined as:

srxn;jðtÞ ¼ scxn;j � soxn;jðtÞ � sdxn;jðtÞ
� sbxn;jðtÞ � ssxn;jðtÞ þ sfxn;jðtÞ: (11)

As shown in Eq. (11), if srn;jðtÞ is negative, it means that
the current resource usage does not exceed the server capac-
ity. Therefore, no auction tasks need to be canceled.

The weighted sum of auction tasks’ CPU and memory
usage is defined as:

wi
rðtÞ ¼ ar � riðtÞ:cþ br � riðtÞ:m: (12)

wi
rðtÞ is taken as a sorting criterion to sort Ba in ascending

order. Here Ba denotes those auction tasks whose estimated
end time is larger than the next time slot. After that, from
lines 6 to 13, if both CPU and memory have resource need
to be recycled, then the resource of the current task will be
reclaimed, and this task is removed from the candidate task
set and added to BcðtÞ, which is the set of tasks to be can-
celed. Finally, the operations performed within the loop
from lines 14 to 24 are similar to the above, except for a spe-
cific type of resource.

4.3 Dynamic Overbooking Mechanism

To maximize the profit of the edge nodes through overbook-
ing with a high QoS satisfaction ratio for the on-demand
and daily tasks, the dynamic overbooking mechanism is
described as follows.

Algorithm 5. Dynamic Overbooking

Input:AðtÞ;BðtÞ;UðtÞ;Lð0Þ ¼ f1g
Output:R
1: for t 2 ½1; T � do
2: for sn;j 2 N do
3: Get spn;jðtÞ from neural network
4: Calculate sun;jðtÞ by Eq. (4)
5: if Ln;jðt� 1Þ < 1 then

6: su
0

n;jðtÞ ¼ 0
7: else
8: Calculate su

0
n;jðtÞ by Eq. (13)

9: end if
10: Calculate san;jðtÞ by Eq. (14)
11: end for
12: Call Algorithm 1 Pricing Rule and Algorithm 3 Winner

Determination Rule
13: Calculate LðtÞ ¼ fLn;jðtÞjsn;j 2 Ng by Eq. (1)
14: Call Algorithm 4 Cancellation Policy
15: end for
16: Calculate R by Eq. (5)
17: end

The procedure of the dynamic overbooking mechanism
is shown in Algorithm 5. For each time slot t, the servers
first get the predicted resource utilization from the neural
network and calculate the available resource for overbook-
ing. Then, the servers adjust the available resource accord-
ing to the QoS satisfaction ratio feedback and update the
asking price. After that, the auctioneer collects the necessary
information and calls Algorithms 1 and 2. Finally, the QoS
satisfaction ratio is updated, Algorithm 4 is called, and the
profit is calculated.

As shown in Algorithm 5, the predicted resource utiliza-
tion of each server spxn;jðtÞ is obtained from the neural net-
work in lines 3–4. Then, the available CPU and memory
resources are obtained according to Eq. (4).

1978 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 2, APRIL-JUNE 2023

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on June 07,2023 at 04:32:16 UTC from IEEE Xplore.  Restrictions apply. 



Then, as shown in lines 5–10, the available resource for
overbooking is adjusted and the asking price is updated. To
improve the QoS satisfaction ratio, a TCP congestion control
like dynamic available resource adjustment is adopted [23].
When the QoS satisfaction ratio Ln;jðt� 1Þ < 1, the avail-
able resource for auction billing su

0
n;jðtÞ of server sn;j is set to

0. Otherwise, su
0

n;jðtÞ ¼ fsu0xn;j ðtÞjx 2 fc;mgg is obtained as:

su
0
x

n;j ðtÞ ¼

minfsu0xn;j ðt� 1Þ þ �Þ � au; s
ux
n;jðtÞg;

suxn;jðtÞ > thup

minfsu0xn;j ðt� 1Þ þ bu; s
ux
n;jðtÞg;

thlo < suxn;jðtÞ < thup

minfsu0xn;j ðt� 1Þ; suxn;jðtÞg;
suxn;jðtÞ < thlo;

8>>>>>>>><
>>>>>>>>:

(13)

where � is a small positive constant that ensures su
0

n;jðtÞ 6¼ 0,
au and bu are the parameters controlling the increment
speed of available resource. Moreover, thup and thlo are the
over and under threshold of available resource, respec-
tively. When the QoS satisfaction ratio is less than 1, the
available resource for auction is set to 0. Then the available
resource is updated according to Eq. (13). After that, the
asking price san;jðtÞ is calculated by Eq. (14), which should
be larger than the base asking price s

a0
n;j of each server.

san;jðtÞ ¼ fsaxn;jðtÞjx 2 fc;mgg is obtained as:

saxn;jðtÞ ¼
1

Ln;jðt�1Þ �
1�sux

n;j
t

1�thup:x
� s

a0x
n;j ; suxn;jt > thxup

1
Ln;jðt�1Þ �

1�sux
n;j

t

1�thlo:x
� s

a0x
n;j ; suxn;jt < thxlo

1
Ln;jðt�1Þ � s

a0x
n;j ; Otherwise:

8>>><
>>>:

(14)

After the update of the available resource and the asking
price, as shown in line 12, the auctioneer performs the auc-
tion by calling Algorithms 1 and 2. Next, in line 13, the QoS
satisfaction ratio LðtÞ is updated and used for the next time
slot. Then the cancellation policy is called, and those
assigned auction tasks in BcðtÞ will be canceled. Finally, the
total profit is calculated.

5 PERFORMANCE EVALUATION

In this section, the experimental data set and the data pre-
processing method are first described in 5.1. Then, the
parameter settings are introduced in 5.2. Finally, the perfor-
mance of the online auction approach and the dynamic
overbooking mechanism is illustrated in 5.3 and 5.4,
respectively.

A larger-scale simulation experiment has been conducted
to help us better select hyperparameters while verifying the
effectiveness of the algorithm compared with the previous
work [13]. To select the appropriate hyperparameters,
trade-offs from the two perspectives of QoS satisfaction and
profit are made. In the experiment, three hyperparameters
are adjusted, and a total of six figures are added. The experi-
mental results show that with the above improvements, the
QoS satisfaction ratio has been increased to 99.95%, meeting
the SLA requirements and increasing the revenue by 7.82%.
The details are as follows.

5.1 Data Preprocessing

Overview. The data set used in the experiment is the Google
cluster trace [28], [29]. With proper preprocessing, this data
trace can be used in the cloud, EC, etc. [4], [39], [40]. The
raw data contained cluster statistics of about 12.5 k servers
for 29 days in May 2011, and the size is larger than 40 GB. In
the Google cluster, work arrives in the form of jobs, and a
job is comprised of one or several tasks. In total, six kinds of
data tables are provided in this cluster trace, which are job
events, task events, machine events, machine attributes,
task constraints, and task usage 1. Since the CPU and mem-
ory-related information of tasks are extracted in the cluster
trace, and the types of tasks in the cluster in recent years are
basically two types of computation-intensive tasks and
delay-sensitive tasks. So the cluster trace is very representa-
tive. Even data from 2011 is still widely used in recent
years [41], [42], [43].

Data for Different Billing Methods. The preprocessing of
task data mainly includes the normal rental tasks and over-
booking tasks. The former is used for daily and on-demand
billing and the latter for auction and spot billing. For normal
rental tasks, first, the data is loaded from the files. Then tra-
verse the data and check the consistency of each data,
including whether the start and end times of the tasks are
reasonable, whether there are contradictions between the
tasks, etc. After preprocessing, consecutive cluster tasks
with consistent time sequences are obtained. In addition,
for the data that does not meet the consistency require-
ments, its duration, number, etc., are extracted as auction
and spot tasks. Since the data-trace is enormous, it would
be challenging to analyze the whole data set at once. Thus,
the entire data set is sampled, and the approximate distribu-
tion of the data is observed. One thousand sampling time
slots are randomly generated from which the statistics are
collected.

Data for Resource Utilization Prediction. As introduced in
Section 4.1, LSTM and residual network-based neural net-
works are used to predict resource utilization in the
dynamic overbooking mechanism. Extensive training data
with useful features need to be prepared to train these neu-
ral networks. First, the tables of task usage, task events,
machine events, and machine attributes are joined together
from the original data set. Then, the useless attributes (such
as user name) are removed, and the items containing null or
illegal values are deleted.

After these steps, a data set containing millions of data
with 15 features is obtained, which are machine type,
machine platform, CPU capacity, memory capacity, task
count, CPU request, memory request, mean CPU usage,
sampled CPU usage, maximum CPU usage, canonical mem-
ory usage, assigned memory usage, maximum memory
usage, scheduling class, and priority. Finally, the records
for five consecutive periods are combined as the network’s
input. Besides, the mean CPU usage and canonical memory
usage in the next period are taken as training targets.

5.2 Parameter Settings

The parameter settings are introduced as follows.

1. The word machine is the term in the data set. In this paper, the
term server is used.
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Edge Nodes and Servers. It is assumed that 100 servers are
randomly assigned to 5 edge nodes. These servers can be
divided into six types according to their resource capacity,
and each type is configured according to the machine attrib-
utes described in the data set. The number of servers with
the different resources is listed in Table 2. The experiment
duration is set to 100-time slots with a total of 500 minutes.
The scale of the experiment is expanded by five times com-
pared with [13].

Price. In the experiment, the resource usage from the data
set is distinguished according to the priority of the task and
regarded as the resource usage of on-demand and daily
tasks, respectively. The prices of different billing methods
are set as follows:

1) On-Demand: The unit prices of on-demand billing
are set to $0.0182 and $0.0060 for CPU and memory,
respectively.

2) Daily: The unit price of daily billing is 80% of the on-
demand billing.

3) Spot: As for spot billing, up to 20% of the resource
capacity of the server is sold to them, and their bid
price ws

x is set as 120% of s
a0x
n;j , where s

a0x
n;j is the base

asking price of server Sj
i and is set to $0.0068 and

$0.0023 for CPU and memory, respectively [30]. Fur-
thermore, the power consumed per unit CPU hc and
memory hm are set as 0.008 and 0.00014, respectively,
and the unit power fare pe is $0.2 [35].

4) Auction: The price of auction billing is described
specifically as follows.

Auction. 1� 106 tasks are chosen from the data set as auc-
tion tasks. The time of each task that chooses to bid is ran-
domly generated. During each time slot of 5 minutes, there
are approximately 2000 tasks in each auction. For each task
bi, its start time tsi , end time tei , and resource request ri are
extracted from the data set. Considering the limitations on
the maximum duration of auction tasks, Tb is set to 20. In
other words, tei is at most tsi þ 20. The bid price vi of each
task is randomly generated as:

vxi ¼ max
1

6
� Sci þ 3

22
� Pri; 1

� �
þ 1

2
� rand

� �
� pxb ;

where Sci 2 f0; 1; 2; 3g and Pri 2 f0; 1; . . .; 11g are the sched-
uling class and priority of task bi derived from the data set,
respectively. rand is a random number generated from a
uniform distribution over ½ 0; 1Þ. And pxb is the base bid price,
which is set to $0.0068 and $0.0023 for CPU and memory,
respectively [30]. Furthermore, the values of the parameters

ap and bp used to control the weights of wn;j
p ðtÞ and wi

pðtÞ in
Algorithm 3 are set to 3 and 1, respectively.

Dynamic Overbooking. The values of au, bu, and � are set to
2, 0.05 and 0.005, respectively. The values of the thresholds
which control the available resource in the experiment are
set as thlo ¼ 0:25 and thup ¼ 0:75, respectively. The details of
choosing the values of these three parameters are discussed
in Section 5.4.

Resource Utilization Prediction. The structures of the pre-
diction networks are described in Section 4.1. The data set
has an input format of n� 5� 15 and an output format of
n� 2 (n denotes the number of samples). Besides, 2� 106

pieces of data are extracted from 1� 104 servers and used
as the training set. Moreover, 1� 104 pieces of data are used
as the testing set.

Adaptive Padding & Cancellation Policy. The default value
of the hyper-parameter thex is set to 0.8. In addition, the
values of the parameters ar and br used to control the
weights of wi

rðtÞ in Algorithm 5 Cancellation Policy are
both set to 1.

5.3 Auction

The proposed online auction approach is experimentally ver-
ified in this subsection to satisfy the following three proper-
ties: individual rationality, computational efficiency, and
truthfulness.

Individual Rationality. The bid price, asking price, and the
pricing of some winning tasks are shown in Fig. 5. In Fig. 5,
each winning task is charged a price no higher than its bid
price, while each winning server receives a payment no less
than its asking price. Therefore, the proposed online auction
approach achieves individual rationality.

Computational Efficiency. The algorithm is tested on a
Linux Server with 2.20 GHz Intel Xeon CPU E5-2630 v4 and
16 GB memory. The number of auction tasks and the num-
ber of servers are fixed to 2000 and 100, respectively, while
adjusting the other one to verify the computation time of
the algorithm. The results are shown in Fig. 6a and 6b,
respectively. From Fig. 6, it can be seen that the proposed
auction approach is subject to polynomial computation time
concerning the number of servers and bids.

Truthfulness. As for truthfulness, the verification results
are shown in Fig. 7. The value in the x-axis is defined as the
ratio of the submitted price v0i

x to the truthful valuation vxi .
When the ratio equals 1, the submitted price is the truth val-
uation. The value in the y-axis is the utility, which is defined
as the truthful valuation vxi minus the pricing pxi . From
Fig. 7, it can be concluded that the maximum utility is
achieved when the task submits the truthful information.
As a result, the task cannot improve its utility through other
bids, guaranteeing its truthfulness.

TABLE 2
Number of Servers With Different Resource

CPU Memory Number

0.5 0.2493 32
0.5 0.4995 50
0.5 0.1241 1
0.5 0.749 9
0.25 0.2498 1
1 1 7

Fig. 5. Individual rationality.

1980 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 2, APRIL-JUNE 2023

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on June 07,2023 at 04:32:16 UTC from IEEE Xplore.  Restrictions apply. 



5.4 Dynamic Overbooking

In this subsection, the performance of the dynamic over-
booking mechanism is demonstrated. First, the selection of
the threshold parameters is discussed, then the prediction
accuracy of the neural network predictors is presented.
Finally, the QoS satisfaction and profit of the dynamic over-
booking mechanism and the comparison with baseline
mechanisms are introduced.

Parameter Selection. Figs. 8, 9, and 10 show the results of
the parameter selection. First, thup and thex are fixed and the
value of thlo is adjusted. From Fig. 8, it can be seen that
when the value of thlo equals 0.25, the QoS Satisfaction ratio
is the highest, reaching a maximum value of 0.99954. At the
same time, the average profit reaches a maximum of
0.66583. As a result, the value of thlo is set to 0.25.

Next, thlo and thex are fixed and the value of thup is
adjusted. In Fig. 9, the QoS Satisfaction ratio increases with
the increase of thup and remains unchanged after 0.75. This
is because even if there is a certain error in the prediction
value, the predicted unused resource will not exceed the
threshold of 75% of the server’s resource capacity, and
increasing this threshold will not impact the experimental
results. Considering that when thup equals to 0.75, the aver-
age profit of the edge nodes also achieves a larger value of
0.66583, then the value of thup is set to 0.75.

Finally, Fig. 10 shows the results of adjusting the value of
thex. As thex increases, the QoS Satisfaction ratio gradually
decreases, while the average profit of edge nodes continues
to increase. The reason is that with excessive overbooking,

the profit of the normal rental mode gradually decreases
due to the SLA discount. However, the extra income from
overbooking offsets the loss of the previous part and
leads to an increase in total profit. So how to choose the
value of thex is a trade-off between QoS satisfaction and
profit. To ensure that the QoS Satisfaction ratio of the nor-
mal rental mode reaches above 0.9995, the value of thex is
set to 0.8.

From Figs. 8, 9, and 10, it can be seen that the QoS satisfac-
tion ratio and the profit are very correlated.When the resource
is idle, theQoS satisfaction ratio is 1, and the profit is relatively
small. When the resource is overbooked, the degree of
resource utilization increases. If the overbooking is controlled
within a reasonable range, then the QoS satisfaction ratio is
still 1, which is the most reasonable state and the goal of this
paper. When resources are overbooked too much, although
the profit may increase, the QoS satisfaction ratio drops rap-
idly, and the computation time of daily and on-demand tasks
is prolonged,which is not the goal of this paper.

Fig. 6. Computational efficiency.

Fig. 7. Truthfulness.

Fig. 8. Performance with different thlo.

Fig. 9. Performance with different thup.

Fig. 10. Performance with different thex.

TABLE 3
The Prediction Results

Prediction Method Accuracy Rate

Final State-based Method 0.674
Simple Moving Average Method (nw = 5) 0.753
Exponential Moving Average Method (ar ¼ 0:9) 0.645
Exponential Moving Average Method (ar ¼ 0:95) 0.657
Exponential Moving Average Method (ar ¼ 1) 0.680
Proposed LSTM based Predictor 0.824
Proposed Residual Network based Predictor 0.841

Fig. 11. Resource utilization prediction comparison.
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Resource Utilization Prediction. To effectively demonstrate
the accuracy rate of predicted resource utilization of the net-
work, the Final State-based (FS) method, Simple Moving
Average (SMA) method, and Exponential Moving Average
(EMA) method are used as the baselines [44]. In the FS
method, the information of tasks during the last time slot is
used to predict, while the information of tasks during nw

last time slot is used in the SMA method, where nw is the
size of the windows. In the EMA method, the prediction is
based on the weighted sum of the previous tasks, which is
obtained as:

PreðtÞ ¼ ar � J1 þ ð1� arÞ � Preðt� 1Þ;

where J1 is the value of the tasks during the last time slot, ar

is the decay parameter to optimize the accuracy and adjusted
by experience. The results of the predicted resource utiliza-
tion of different methods are shown in Table 3. It can be con-
cluded that the accuracy rate of the proposed LSTM and
residual network-based network is much higher than the
baselines.

Besides, Fig. 11 compares the resource utilization predic-
tion with or without adaptive padding methods, which are
denoted as Dynamic Overbooking with Adaptive padding
(DOA) and Dynamic Overbooking (DO), respectively. From
Fig. 11, it can be easily obtained that the DOA mechanism
further narrows the gap between the predicted value and
the actual value, which is very helpful for us to maintain
high QoS during dynamic overbooking.

Edge Node Performance. The performance of a randomly
selected edge node is shown in Fig. 12. As shown in
Fig. 12a, this edge node provides 100% QoS satisfaction for
most of the time, and the QoS Satisfaction ratio is reduced
due to excessive overbooking in a short period, with a mini-
mum value of 0.99290. The affected QoS was quickly recov-
ered with the adaptive padding, cancellation policy, and
appropriately selected threshold parameters. The average
price of the edge node is shown in Fig. 12b, where the price
is dynamically adjusted according to the QoS Satisfaction
ratio. The CPU and memory utilization are shown in
Fig. 12c and 12d, respectively. It is easy to conclude that pre-
dicted utilization matches well with real utilization, and
overall utilization is significantly improved.

The average profit of the former edge node is shown in
Fig. 13. The normal CPU and memory profits represent the
income obtained by renting resources according to on-
demand and daily billing methods, and overbooking CPU
and memory profits consist of the income from auction
and spot billing. From Fig. 13, it can be concluded that
through overbooking, the total profit of the edge node can be
significantly improved. To sum up, the dynamic resource
overbooking mechanism effectively overbooks the resource
with a highQoS Satisfaction ratio.

Overall Performance. Fig. 14 presents the comparison
among the Dynamic Overbooking with Adaptive padding
and Cancellation policy (DOAC) proposed in this paper, the
Dynamic Overbooking (DO) mechanism proposed in our
previous paper [13], and the Normal mechanism without
overbooking. Fig. 14a shows the performance of the QoS
Satisfaction ratio of these three mechanisms. The Normal
mechanism without overbooking achieves 100% QoS satis-
faction. Compared with the DO mechanism, the DOAC
mechanism has dramatically improved the performance
of QoS satisfaction, and the average QoS Satisfaction
ratio can reach above 0.9995, which satisfies the SLA
standard [34]. As for the average profit, compared with
the Normal mechanism, the DOAC mechanism only
reduces the profit on the normal rental mode by 0.47%,
while the total revenue increase by 51.58% in Fig. 14b.
Besides, compared with the DO mechanism, the profit of
the DOAC mechanism has increased by 5.25%, 13.10%,
and 7.82% on the normal rental, overbooking, and com-
bined mode, respectively. In short, the DOAC mecha-
nism can significantly increase revenue while achieving
a high QoS satisfaction ratio.

6 CONCLUSION

This paper proposes a pricing model for the dynamic
resource overbooking mechanism in EC. First, the system
model, pricing model, and problem formulation of the

Fig. 12. Performance of the overbooking mechanism of the edge node.

Fig. 13. Average profit of the edge node.

Fig. 14. Performance with different mechanisms.
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overbooking problem are described. Second, an online auc-
tion approach is proposed with individual rationality,
computational efficiency, and truthfulness properties. Third,
the dynamic overbooking mechanism is described based on
resource utilization prediction andQoS satisfaction ratio feed-
back. The experiments are conducted with real-world data-
trace, and the experimental results show that the auction
approach and dynamic overbooking mechanism are effi-
cient. Under the premise of 99.95% QoS satisfaction, it
can increase the profit by 51.58% compared with the
mechanism without overbooking. Future work will con-
sider resource overbooking across edge nodes and cloud
data centers.
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