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Abstract—In Mobile Edge Computing (MEC), Internet of
Things (IoT) devices offload computationally-intensive tasks to
edge nodes, where they are executed within containers, reducing
the reliance on centralized cloud infrastructure. Frequent up-
grades are essential to maintain the efficient and secure operation
of edge clusters. However, traditional cloud cluster upgrade
strategies are ill-suited for edge clusters due to their geographi-
cally distributed nature and resource limitations. Therefore, it
is crucial to properly schedule containers and upgrade edge
clusters to minimize the impact on running tasks. In this
paper, we propose a low-latency container scheduling algorithm
for edge cluster upgrades. Specifically: 1) We formulate the
online container scheduling problem for edge cluster upgrade to
minimize the total task latency. 2) We propose a policy gradient-
based reinforcement learning algorithm to address this problem,
considering the unique characteristics of MEC. 3) Experimental
results demonstrate that our algorithm reduces total task latency
by approximately 27% compared to baseline algorithms.

Index Terms—Mobile edge computing, Internet of Things,
container scheduling, reinforcement learning

I. INTRODUCTION

In the era of the Internet of Things (IoT), Mobile Edge
Computing (MEC) has emerged as a promising technology
that brings computing and data storage closer to IoT devices.
This approach significantly reduces latency and bandwidth
consumption associated with IoT devices and data center
communications, making it more suitable for handling latency-
sensitive tasks and services [1]. With the evolution of MEC,
containers and Kubernetes are increasingly being used for
service deployment [2], [3]. Containers are lightweight and
portable, frequently employed in MEC to deploy and manage
applications while facilitating process and resource isolation
[4]–[6]. Kubernetes [7] is a well-known open-source platform
for container orchestration.

An edge cluster consists of a network of interconnected edge
nodes that collaborate with each other. Cluster upgrades can
be performed for various reasons, such as security patches,

Corresponding authors: Zhiqing Tang and Weijia Jia.

bug fixes, or the introduction of new features [8], [9]. Such
upgrades are essential, but inefficient upgrade strategies may
negatively impact the IoT device experience. Consequently,
minimizing the impact on running tasks during cluster up-
grades poses a challenge. Common cluster upgrade strategies
include in-place upgrades, blue-green upgrades, rolling up-
grades, and canary upgrades [10]. However, these strategies are
not well-suited for edge clusters due to their excessive resource
requirements or inability to accommodate the geographic
distribution of edge nodes. Additionally, frequent image pull-
downs may result in network congestion and latency.

The upgrade of nodes may cause running containers to be
scheduled from one node to another, resulting in additional
latency and resource consumption. Thus, another challenge
lies in making online scheduling decisions that yield long-
term benefits regarding reduced total task latency. Traditional
scheduling algorithms primarily involve rule-based, heuristic-
based, or optimization-based approaches [11]–[14]. Nonethe-
less, these algorithms cannot optimize long-term minimum
latency in dynamic and diverse MEC environments due to
limited storage and bandwidth resources. Recently, Reinforce-
ment Learning (RL) algorithms have been widely applied to
various optimization problems [15]. The policy gradient-based
RL algorithm has demonstrated promising results for optimal
resource allocation and scheduling problems in MEC [6]. As
such, a policy gradient-based RL algorithm is proposed for
making online scheduling decisions.

In this paper, we first model the online container scheduling
problem for edge cluster upgrades to minimize the latency of
IoT tasks, while accounting for the geographic distribution and
limited resources of edge nodes. Second, we propose a policy
gradient-based Online Container Scheduling (OCS) algorithm.
The OCS algorithm considers the heterogeneity of edge nodes,
task characteristics, and image distribution to make online
scheduling decisions. Finally, we conduct a set of experiments
to verify the effectiveness of the OCS algorithm and compare
it with existing scheduling algorithms. Experimental results
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Fig. 1: An example of edge cluster upgrade.

indicate that our proposed algorithm significantly reduces
latency and outperforms all baseline algorithms.

In summary, the contributions of this paper are as follows:
1) We model the low-latency container scheduling problem

in edge cluster upgrade scenarios for the first time to
minimize total task latency, including the communica-
tion latency, download latency, and computation latency.

2) An OCS algorithm is proposed based on the policy
gradient RL that continually makes online scheduling
decisions. The algorithm fully considers the distinctive
features of MEC, such as geographical distribution and
limited computing resources.

3) We conduct simulation experiments to evaluate the
effectiveness of the OCS algorithm. Our experimental
results demonstrate that our proposed algorithm outper-
forms all baseline algorithms.

The remainder of the paper is organized as follows. Section
II presents the system model and problem formulation. Section
III describes the OCS algorithm. Evaluation is discussed in
Section IV. Finally, Section V concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the system is first modeled. Then, the latency
is defined. Finally, the OCS problem is formulated.

A. System Model

We model a one-round upgrade scenario for an edge cluster.
As illustrated in Fig. 1, computation-intensive tasks from IoT
devices are offloaded to edge nodes, where the results are pro-
cessed and returned. Tasks are executed in containers, which
require the corresponding image to be pulled locally before
execution. Upgrades may occur periodically due to security
patches, bug fixes, etc. [8], [9]. The cluster adopts a rolling
upgrade strategy, in which all nodes in the cluster upgrade
sequentially, with the node being upgraded shown in green and

TABLE I: Notations

Notation Definition
N Node set
n nth node (n ∈ N)
Cn(t) CPU resource of node n at time t
Mn(t) Memory resource of node n at time t
Dn(t) Storage capacity of node n at time t
Fn CPU frequency of node n
Bn Bandwidth of node n
un(t) Upgrade status of node n at time t
K Task set
k kth task (k ∈ K)
ck CPU request of task k
mk Memory request of task k
fk CPU frequency request of task k
qk Image request of task k
dk Size of task k
I Image set
si Size of image i

the node not being upgraded in blue. To ensure uninterrupted
service, all containers on a node must be scheduled to another
node before upgrading. During the upgrade, new tasks are
continuously offloaded to edge nodes, requiring decisions to be
made regarding which node they are scheduled on. Meanwhile,
resources in edge nodes are limited, and containers cannot be
scheduled on nodes that do not meet resource requirements.
Additionally, the node being upgraded is set as unschedulable.

The set of nodes is defined as N = {n1, n2, . . . , n|N|},
where | · | indicates the number of elements in the set,
e.g., |N| represents the number of nodes. The set of tasks
offloaded by different IoT devices to the edge node is K =
{k1, k2, . . . , k|K|}. The set of images is denoted as I =
{i1, i2, . . . , i|I|}, with each image associated with a container.
We assume that the resources requested by the task are the
same as those occupied by the container, and requesting a
container is equivalent to requesting the corresponding image.
For ease of reference, the main notations used in this paper
are summarized in Table I.

B. Latency

Communication latency. In the communication model, all
IoT devices equally share the bandwidth of nodes. The uplink
wireless transmission rate ξn,k from task k to node n is defined
as [16]:

ξn,k =
Bn

Un
log(1 +

pkhn,k

σ2
), (1)

where Bn is the bandwidth of node n and Un is the number
of tasks transmitted to node n at the same time. pk is the
transmission power, hn,k is the channel gain between the IoT
device and the node, and σ represents the power of Gaussian
white noise. The communication latency of task k transmitted
to node n can be defined as follows:

T comm
n,k =

dk
ξn,k

. (2)

Furthermore, similar to many studies [17], [18], we ignore
the return communication latency of the result because the
result is small compared with the task itself.

2
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Download latency. Download latency refers to image
download latency, which is defined as:

T down
n,k = xn,qk × (

sqk
Bn

+ T queue
n ), (3)

where qk is the image requested by task k and sqk is the
size of the image required to process task k. xn,i ∈ {0, 1} is
the binary variable to indicate whether image i is on node n.
If xn,i = 1, image i is on node n, otherwise not on node n.
T queue
n is the queuing download latency on node n. Therefore,

if the image required to process the task is available locally,
the download latency is 0.

Computation latency. Different tasks are executed in dif-
ferent containers, and all tasks are executed in parallel. The
computation latency can be calculated as follows:

T comp
n,k =

fk
Fn

, (4)

where fk is the CPU frequency requested by task k, and Fn

is the computing power of node n.
In summary, the total latency of task k execution on node

n can be denoted as:

T total
k = T comm

n,k + T down
n,k + T comp

n,k . (5)

C. Problem Formulation and Analysis

Constraints. The containers need to be assigned certain
resources, while the total amount of resources on the node
is limited. The resource limits on the node can be denoted as:∑

k∈K

yn,k × ck ≤ Cn ,
∑
k∈K

yn,k ×mk ≤Mn , ∀n, (6)

where the binary variable yn,k ∈ {0, 1} indicates whether task
k is executed on node n. If yn,k = 1, the task k is executed
on node n. Otherwise, the task k is not executed on node n.

Meanwhile, the storage space for the image on a node is
limited, which can be defined as:∑

i∈I

xn,i × si ≤ Dn , ∀n. (7)

Furthermore, tasks are regarded as indivisible, so each task
is scheduled to only one node, which can be expressed as:∑

n∈N

ynk = 1, ∀k. (8)

Problem Formulation. We aim to minimize the average
total latency of the tasks during the edge cluster upgrade. The
target is to find the best policy to minimize the latency while
obeying the constraints. The OCS problem is defined as:

Problem OCS.

minT =
∑
k∈K

T total
k ,

s.t. Eqs. (6)− (8).

(9)

The OCS problem is NP-hard, so the traditional algorithm
may need help to get the optimal solution in a reasonable
time. The RL algorithm can gradually lead to a better solution
through continuous learning and optimization [19].

III. ALGORITHMS

In this section, the settings of the OCS algorithm are first
presented. Then, the OCS algorithm is illustrated.

A. Algorithm Settings

In this subsection, the settings in the RL algorithm are
introduced, including state, action space, and reward.

State. The state st contains the node state and task state. The
node state includes the resource state and the upgrade state.
The resource state includes the CPU, memory, and storage
capacity of the node at time t, as well as the CPU frequency
and bandwidth of the node, which can be defined as:

snode,rt = {C1(t), C2(t), . . . , C|N|(t),M1(t),M2(t), . . . ,

M|N|(t), D1(t), D2(t), . . . , D|N|(t),

F1, F2, . . . , F|N|, B1, B2, . . . , B|N|}.
(10)

The upgrade status of the node n at time t is denoted by
the variable pn(t) ∈ {0, 1, 2}. pn = 0 indicates that node n
has not been upgraded, pn = 1 indicates that node n is being
upgraded, and pn = 2 indicates that node n has been upgraded.
Therefore, the upgrade state of nodes can be denoted as:

snode,ut = {p1(t), p2(t), . . . , p|N|(t)}. (11)

Finally, the state for all nodes is defined as follows:

snodet = snode,rt ∪ snode,ut . (12)

The task state includes the status of the images required to
execute the task on each node and the requested resources.
Thus, the task state can be denoted as follows:

staskt = {x1,qk , x2,qk , . . . , x|N|,qk ,

t1,qk , t2,qk , . . . , t|N|,qk , ck,mk, fk, dk, qk},
(13)

where tn,qk is the download time of the image in each node,
which can be calculated by Eq. (3).

In summary, the state at time t is defined as:

st = snodet ∪ staskt . (14)

Action space. The container used to execute tasks is sched-
uled by the scheduler. The OCS algorithm needs to determine
which node to schedule. Therefore, the action space is the set
of all nodes as follows:

at ∈ A = {1, 2, . . . , |N|}. (15)

Reward. Defining a proper reward is crucial in the RL
algorithm. Since different tasks require varying amounts of
computation power, considering only the total latency may
lead to an unstable training process. Thus, both the expected
and actual latencies of the task are included in the reward,
which can be defined as follows:

rt = T e
k − T total

k , (16)

where T e
k = fk

Fm
represents the expected total latency of the

task, and Fm denotes the minimum value of the node CPU
frequency. If the task is completed earlier than expected, the
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Fig. 2: Overview of the OCS algorithm.

reward is positive, with the completion time being inversely
proportional to the reward. Conversely, the reward is smaller.
From a long-term perspective, the cumulative reward is Rt =∑T

t=0 γ
trt, where γ is the discount factor with a value ranging

between [0, 1].

B. Online Container Scheduling

Overview. The OCS algorithm considers the heterogeneity
of edge nodes and the characteristics of tasks in the edge clus-
ter. The framework of the OCS algorithm is depicted in Fig.
2. Specifically, the node state and task state can be observed
from the environment. After obtaining their features, they are
embedded and concatenated, and then fed into the policy
network to make the corresponding scheduling operations. The
reward is subsequently obtained based on the action. Finally,
the policy network and value functions are updated using the
policy gradient-based algorithm.

Training. The OCS algorithm is based on policy optimiza-
tion. Policy gradient [20] is an RL algorithm that directly
optimizes the expected return policy. Let πθ denote a policy
with parameters θ. The Proximal Policy Optimization (PPO)
algorithm [21] is based on the policy gradient algorithm, which
ensures effectiveness with low computational complexity. The
optimization objective of PPO is as follows:

θk+1 = argmax
θ
LPPO (θk, θ) , (17)

and

LPPO(θk, θ) = E
s,a∼πθk

[(
πθ(a | s)
πθk(a | s)

Aπθk (s, a),

clip(
πθ(a | s)
πθk(a | s)

, 1− ϵ, 1 + ϵ)Aπθk (s, a))],

(18)
where clip(x, y, z) = max(min(x, z), y) is a clip function
to limit x to the range of [y, z] and ϵ is a hyperparameter
that represents the range of clips. Besides, PPO adopts the
Generalized Advantage Estimator (GAE) [22] to compute the
advantages, which can be calculated by:

Ât = δt + (γλ)δt+1 + · · ·+ · · ·+ (γλ)T−t+1δT−1, (19)

where λ is the GAE parameter, δt = rt + γV (st+1)− V (st)
is the TD-error at time step t, and V is an approximate value
function.

Algorithm 1: The OCS Algorithm
Input: Initial policy parameters θ, initial value

function parameters ϕ, clipping threshold ϵ
Output: at

1 for episode ← 0,1,2,. . . do
2 Initialize replay memory D = ∅ ;
3 for time slot t ← 0,1,2,. . . do
4 Get the current state st ;
5 Select action at according to πθ(at | st) ;
6 Execute action at and obtain the reward rt ;
7 Get the next state st+1 ;
8 Store transition (st, at, rt, st+1) in D;
9 end

10 for training step k ← 0,1,2,. . . do
11 Estimate advantages Âk by Eq. (19) ;
12 Compute the policy update by Eq. (18) ;
13 Update the policy by maximizing the objective

function in Eq. (17);
14 end
15 end

The OCS algorithm is presented in Algorithm 1. The replay
memory D is first initialized for each episode. As shown in
Lines 3 - 9, for each time slot t, the observation state st
of the current time slot t is first obtained, then the action
at is selected according to the policy, and the reward rt is
calculated. Afterward, the next state st+1 is obtained. Finally,
the transition is stored in the replay memory D. As shown
in Lines 10 - 14, for each training step k, the advantage
estimation Âk is first computed based on the collected set
of trajectories. Then, the stochastic gradient ascent algorithm
with Adam is used to maximize the objective function to
update the policy. Finally, the results are output after all
episodes are completed.

IV. EVALUATION

In this section, we will delve into the performance of the
OCS algorithm through simulation experiments.

A. Experimental Settings

Parameter settings. Similar to [16], [23], we set the
transmission power p = 23dBm and the noise power spectrum
density σ = −174dBm/Hz. According to the physical
interference model [24], the channel gain between the IoT
device and the node hn,k is set to d−α

n,k, where dn,k is the
distance between the IoT device and the node and α = 4 is
the path loss factor. The communication bandwidth between
the IoT device and the node is set to [100, 200] Mb/s.

The area of the simulation region increases as the number
of nodes increases, and the default area is 100m× 100m. All
nodes are heterogeneous and randomly distributed, and the
default number of nodes is 15. The CPU capacity of the node is
set between [80,120] cores. The CPU frequency is set between
[15,35] GHz, and the memory is set between [70,130] GB. The
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Fig. 3: Performance with different number of nodes
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Fig. 4: Performance with different number of tasks
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TABLE II: Hyperparameter Settings

Type Hyperparameter Value
Actor Hidden layers 2 Full connection (128,64)

Learning rate 1e-4
Critic Hidden layers 2 Full connection (128,64)

Learning rate 3e-4
Other Discount factor γ 0.98

GAE parameter λ 0.95
Clipping threshold ϵ 0.2
Batch size 32
Optimizer Adam

task is randomly generated in the simulation region, and the
task sizes are set from 10 KB to 10 MB. The types of requested
images follow the normal distribution. The hyperparameters of
the OCS algorithm are listed in TABLE II.

Baselines. We compare the OCS algorithm with several
baseline algorithms to demonstrate the effectiveness of our
proposed algorithm: (1) EQ. EqualPriority (EQ) sets the
weight of all nodes to 1. (2) RB. ResourcesBalanced (RB)
prioritizes balancing the resource usage of each node. (3)

LA. LeastAllocated (LA) is a scheduling policy related to the
resource usage of the node. (4) IL. ImageLocality (IL) con-
siders the local existence of the image requested by the task.
These baselines are built-in scheduling policies in Kubernetes.
Moreover, LA and IL are greedy algorithms that select nodes
with more resources or images.

B. Experimental Results

Performance with different numbers of nodes. Fig. 3
shows the average total latency as the number of nodes
increases, including communication latency, download latency,
computation latency, and total latency. As seen from this
figure, the average latency of tasks decreases as the number of
nodes increases. The reason is that more nodes are available
for scheduling as the number of nodes increases. The scheduler
can schedule the containers to more suitable nodes, such as
those with a closer distance or more resources. As a result,
the average total latency of the task becomes smaller. On
the whole, the total latency relationship is OCS < IL < RB
< LA < EQ. Therefore, the OCS algorithm performs the
best regardless of the number of nodes. Specifically, the total
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latency with different numbers of nodes is reduced by 40%,
33%, 27%, and 26% on average compared with EQ, LA, RB,
and IL algorithms, respectively.

Performance with different numbers of tasks. The vari-
ation of average task latency as the number of tasks increases
is illustrated in Fig. 4. The results indicate that the OCS
algorithm performs best. While the IL algorithm performs
slightly less, the RB and LA algorithms are very close, and
the EQ algorithm performs the worst. Overall, as the number
of tasks increases, the relationship between the performance
of different algorithms in total latency is OCS < IL < LA <
RB < EQ. Compared to the EQ, RB, LA, and IL algorithms,
the total scheduling latency for the OCS algorithm is reduced
by 38%, 31%, 27%, and 12%, respectively.

Performance of the OCS algorithm. Fig. 5 shows the
convergence of the OCS algorithm. The policy network loss
and value function loss of the OCS algorithm have large values
at the beginning of training. However, as the training steps
increase, both decrease rapidly and eventually fluctuate near a
specific value, indicating that the algorithm has converged.

V. CONCLUSION

This paper proposes a low-latency container scheduling
algorithm for IoT services in edge cluster upgrades. First,
we comprehensively model the OCS problem, considering
communication, download, and computation latency. Second, a
policy gradient-based RL algorithm is proposed to make online
scheduling decisions, which fully considers the distinctive
features of MEC. Finally, experiments are conducted on a sim-
ulated edge cluster, and the experimental results demonstrate
that our algorithm achieves approximately 27% lower total
latency compared to the baseline algorithm. In future work,
we will deploy this algorithm in the Kubernetes system.
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